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ZHH|=Z: Medical application of foundation models
Abstract:

The ability of large-scale language models to interpret human-written sentences at a high level of abstraction and map
these interpretations into a latent space suggests potential medical applications. Large-scale language models hold the
potential to revolutionize the medical and healthcare industries by improving the efficiency of medical diagnostics,
treatments, and clinical/medical research. However, these models, being purely linguistic, often reinforce hallucinations,
lack a conceptual understanding of reality due to their disconnect from physical experiences, and require continual
learning-based fine-tuning to keep pace with medical advancements. Recently, to address these challenges, the
development of Large-scale Multimodal Models (LMMs) that also learn from visual and video data has shown remarkable
growth. Nevertheless, there is a perspective that auto-regressive methods, as currently used, inherently cannot avoid
hallucinations. Therefore, research into 'langchains' and similar initiatives is actively underway, aiming to integrate
intelligent agents with traditional systems using LLM capabilities such as summarization and extraction. Foundation
models are garnering significant attention due to their demonstrated adaptability to new tasks through zero-shot
learning or fine-tuning. This is particularly notable in the field of radiology, where it is estimated that there are
approximately 30,000 tasks. Developing each of these tasks individually is cost-intensive and maintaining them is
expected to be even more costly. Therefore, the creation of a foundation model for radiology, and its subsequent
application across various tasks, is anticipated to facilitate the easier deployment of high-performing medical artificial

intelligence in clinical settings.
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